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/ section 6.1 Discrete and Continuous Random Variables
1. Random Variables. Consider tossing a fair coin 3 times. The sample space would be:
{. S = { HHH, HHT, HTH, THH, HTT, THT, TTH, TTT } n=y

Let X represent the number of heads obtained. We can depict this situation in a probability distribution
of X:

Value 0 1 2 3

Probabili
ty ‘/3/ t/s/ l/Y

{
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We can use the probability distribution to answer questions about the variable X such as what

isPX21)? . . 0
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Definition: A random variable takes numerical values that describe the'outcomes of some chance

process. The probability distribution of a random variable gives its possible values and their
probabilities. i

2. Discrete Random Variables

Definition: A discrete random variable X takes.on a fixed set of possible values with gaps between.
The probability distribution of a discrete random variable X lists the values x; and their probabilities pi:

: ‘ ) Value: X1 X2 X3 ... 18 TeGve VALYSS
i Probability: p1 pz ps  --- o vivalLy THE (LSSIT
OF CournTi» (-
The probabilities p; must satisfy two requirements: A

#H= oF pé‘OPL,(;

1. Every probability p; is a number between 0 and 1.
4 oF CALS; o

2. The sum of the probabilities is 1.

To find the probability of any event, add the probabilities p; of the particular valyes of x; that make up
that event. : =

Example - In 2010, there were 1319 games played in the National Hockey League’s regular season.
Imagine selecting one of these games at random and then randomly selecting one of the two teams that
played in the game. Define the random variable X = number of goals scored by a randomly selected
téam in a randomly selected game. The table below gives the probability distribution of X:

Goals 0 1 2 3 4 5 6 7 8 9
Probability | 0.061 | 0.154 | 0.228 | 0.229 | 0.173 | 0.094 | 0.041 | 0.015 | 0.004 | 0.001

(a) Show that the probability distribution for X is Iegitimate. '

O osea1 Y @ sl v

(b) What is the probability that the number of goals scored by a randomly selected team in a randomly
selected game is at least 67

p(x2 ) = (O« e(MDr e(8)+ e(a) = 0.66 |
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Check Your Understanding - Complete cYU on p. 350. ;
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3. The Mean (Expected Value) of a Discrete Random Variable

When analyzing shapés of distributions we used SOCS. If we want to know, the center of a distribution

of a discrete random variable we are going to have to compute the mean. The mean of a discrete

random variable X is denoted b It is an average of all possible values of the random variable X but

we have to take into account how many times we expect the values to occur. For this reason the mean
is also referred to as the expected value of the random variable. A L%o ((7(3

Example: Given the probability distribution of the discrete random variable X, find the expected value of
X. .
' E(<) = pn = (\3(0.53-*2,(01)4—'3(0_3)
Value 1 2 3
| 2 0.4 €« 0.9
Probability | 0.5 | 0.2 | 0.3 =~ O.R/” * 5 ‘/v
S B (DSCQSS> ¢

Definition: Suppose that X is a discrete random variable whose probability distribution is

Value: X1 Xz X3 o ...
. Probability: -p1 p. ps

To find the mean (expected value) of X, multiply each possible value by its probability then

products:

/M)C = €<x’3—’ ¥\()l t Xz-p:—*"'* thn = ix:p\'

Example: Find the expected value of the random variable X in the NHL example and interpret the value
incontext. MeRQ B 0F GpAcS ~ 1851 &léame. (F WE Leen T aardom
DELSCTION Pnocese oLt oJa , JEDoULD §XPEeT 2-8351 1 Love oD,

0 1 2 3 4 5 6 7 8 9
0.173 | 0.094 | 0.041 | 0.015 | 0.004 | 0.001

| Goals
lProbability 0.061 | 0.154 | 0.228 | 0.229

Lég):,qx = (o)(o.oe 0 +(l)(0‘l‘$‘() + (0228 + %(o.zl'i3+ y (o‘.,-p,) +
5(0.094) + €(0.040y t 1(0-015)* &(0.000) *9(0.001)

= 2851 | | | U

Note: A common error on the AP Exam is that students incorrectly believe that the expected value of a
random variable must be equal to one of the possible values of the variable. This is not the case.
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4.Th gt 3
EREddiDeviation (and Variance) of a Discrete Random Variable

In order to descri o
—— C_”be the spread of the distribution of a discrete random variable, we are going to use the
e . .
s < viation. In order to find the standard deviation, we first compute the variance and then find
uar - .
quare root. The variance is the aver age of the squared deviation of the possible X values from the

mean. Agai .
Again, however, we must take into account how often we expect the different values of X to
occur. , '

Definition: Suppose that X is a discrete random variable whose probability distribution i

Value: X1 X2 X3
Probability: p1 p; ps

and that i is the mean of X. The variance of X is

Ualiy 655 (5 g e 5 o T
Z(X; _ﬂ)cB f|.

The standard deviation of X, ox is the square root of the variance.

Example. Compute and interpret the standard deviation of the random variable X in the NHL example
and interpret its meaning in context. Mo > .55 1

Goals 0 R 3 a 5 6 7 8 | 9
Probability | 0.061 | 0.154 | 0.228 | 0.229 | 0.173 | 0.094 | 0.041 [ 0.015 | 0.004 | 0.001
‘ &% = (0*13‘5‘32(0.06\)-* C-v50) os) t .. -+ (4 -2.851) (6.00)
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Check Your Understanding - Complete CYU on p. 355. @/‘4,‘, =0 (0.‘.;3 + (o) +2(0.v) (-‘s(o. D)
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5. Continuous Random Variables

Definition: A continuous random variable X takes all values in an interval of numbers. The
probability distribution of X is described by a density curve. The probability of any event is the area
under the density curve and above the values of X that make up that event.
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(vaunted) Normal distribution.

The most familiar continuous probability distribution is the
Normal distribution with a mean of u=

hoose one three-year-old female and

Example: The weights of three-year-old females closely follow a
ounds.

30.7 pounds and a standard deviation of 3.6 pounds. Randomly ¢ ) least 30
call her weight X. Find the probability that the randomly selected female weighs at least 3UPp

State: WHAT S Tud Proh, TMAT A M'JBOM:’(;S?
<crectey | 2-Yo welgnl AT LensT %o ’
cemaL €

R Pan: LET X aefreseT
¥ 1% &(%0.1,,%.43.1»9: WantT To

Tue WT 0F 3-Yo EEWALSS
cedd P(xZ30

Do:

CALe 'D.;"ﬁ (2

30 30.7

)& Conclude: :
Tum e 1S ABOIT A 5§% (AAACE TAT
Tug CASDOwLY GrereTe 3-Yo FTmAacs
Witt W& e AT LEAST %0 LRS- | Q)

 HW:1,5,7,9,13,14, 18, 19, 24, 33%, 34* ey
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