M&M’s Activity

(Wednesday, 3-11-15)
According to the M&M’s website in 2009, the milk chocolate variety of M&M’s has the following color distribution:

Red:

13%

Brown: 
13%

Yellow:
14%


Green:

16%

Orange:
20%

Blue:

24%
However, the company no longer lists the color distribution on its website.  To determine if the distribution has changed, we will take a random sample of 50 M&M’s and compare the observed distribution of colors with the claimed di stribution.  
Record the observed counts from the sample in the table below:

	Color
	Observed Count

	Red
	

	Brown
	

	Yellow
	

	Green
	

	Orange
	

	Blue
	

	Total
	


In groups, create a test statistic to measure how different the observed distribution is from the claimed distribution.  Calculate the value of your test statistic.  Discuss how you can determine if the value of your test statistic provides convincing evidence that the distribution of colors has changed.  
Wednesday, March 11:  11.1 Chi-square tests

Read 680–687

Emphasize that each of the variables in the introduction is categorical.  
What is a one-way table?  What is a chi-square test for goodness-of-fit?  


Test compares an observed distribution to a hypothesized one.  Not about a parameter!
What are the null and alternative hypotheses for a chi-square goodness-of-fit test?  

Alternative is always two-sided. 
Always in terms of the population!
How do you calculate the expected counts for a chi-square goodness-of-fit test?  Should you round these to the nearest integer?
Don’t round the expected counts.  These represent the average number in each category in repeated samples.

What is the chi-square test statistic?  Is it on the formula sheet?  What does it measure?
Must use counts, not proportions!  Measures how much different the observed distribution is from the hypothesized distribution.  
In a goodness-of-fit test, when does the chi-square test statistic follow a chi-square distribution?  How do you calculate the degrees of freedom for a chi-square goodness-of-fit test?

When expected counts are at least 5.

Df = number of categories – 1 

Note that df does not depend on sample size, just the number of categories.

Trace dotplot on page 682
Describe the shape, center, and spread of the chi-square distributions.  How are these based on the degrees of freedom?  
Sketch several distributions (see 685)

Skewed right, mean = df, peak = df – 2, SD = 
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Show on Fathom with slider
How do you calculate p-values using chi-square distributions?
Tables and chi-square pdf
Use M&M’s data from activity
Alternate Example  A fair die?
Jenny made a six-sided die in her ceramics class and rolled it 60 times to test if each side was equally likely to show up on top. 

(a) State the hypotheses Jenny is interested in testing.

(b) Assuming that her die is fair, calculate the expected counts for each possible outcome.

	Outcome
	Observed

	1
	13

	2
	11

	3
	6

	4
	12

	5
	10

	6
	8

	Total
	60


(c) Here are the results of 60 rolls of Jenny’s ceramic die.  Calculate the chi-square statistic. 

X2 = 0.9 + 0.1 + 1.6 + 0.4 + 0 + 0.4 = 3.4. 

(d) Find the P-value.

(e) Make an appropriate conclusion.  

HW #31: page 693 (1–6, 23–25)
Friday, March 13:  Work on Project Proposals

Monday, March 23:  11.1 Chi-square Tests for Goodness of Fit

Read 687–691

What are the conditions for conducting a chi-square goodness-of-fit test?
See page 684

Expected counts not observed counts!  Must show these.  
Alternate Example:  Landline surveys



	Category
	Count

	20–29
	141

	30–39
	186

	40–49
	224

	50–59
	211

	60+
	286

	Total
	1048


According to the 2000 census, of all U.S. residents aged 20 and older, 19.1% are in their 20s, 21.5% are in their 30s, 21.1% are in their 40s, 15.5% are in their 50s, and 22.8% are 60 and older. The table below shows the age distribution for a sample of U.S. residents aged 20 and older. Members of the sample were chosen by randomly dialing landline telephone numbers.  Do these data provide convincing evidence that the age distribution of people who answer landline telephone surveys is not the same as the age distribution of all U.S. residents?

·  
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· P-value: Using 5 − 1 = 4 degrees of freedom, P-value = 
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· Do follow-up analysis

Can you use your calculator to conduct a chi-square goodness-of-fit test?  

It depends.  Newer calculators have it built in.  Others have to use lists.  
When should you do a follow-up analysis?  How do you do a follow-up analysis?  

In general, whenever the results are statistically significant. However, on AP exam, only do a follow-up analysis when asked. 

Look at chi-square components—and direction (were there more observed than expected? Less?)  

HW #32 page 693 (9, 11, 14*, 17)
*Hint: Put random numbers in a list and sort or make a histogram
Tuesday, March 24: 11.2 Chi-Square Tests for Homogeneity
Read 697–705
How is section 11.2 different than section 11.1?

Comparing the distribution of a categorical variable in 2 or more populations or treatments rather than comparing the distribution of a categorical variable in 1 population to a hypothesized distribution.  Example: comparing the color distributions of plain and peanut M&M’s.  Two-way tables vs. one-way tables.  Car makes in Michigan vs. California.  
What are the two explanations for the differences in the distributions of entree purchases?
Music has an effect on purchases.

Music has no effect and the differences are due to the chance variation in the random assignment.  
How do you state hypotheses for a test of homogeneity? 
Address graphs on page 698.  Ho says they should be the same. 
What is the problem of multiple comparisons?  What strategy should we use to deal with it?  
One overall test to look for any differences, then follow-up analyses if necessary.
How do you calculate the expected counts for a test that compares the distribution of a categorical variable in multiple groups or populations?
Assuming null is true, the proportion in each category should be the same in each population or group.  In two-way table, show expected percentages also to emphasize same-ness.

Exp count = (sample size in group)(expected proportion if 
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 true)—same as GOF
Reminder: Don’t round! 

Formula is not on the formula sheet
What are the conditions for a test for homogeneity?  

What is the formula for the chi-square test statistic?  Is it on the formula sheet?  What does it measure?
How do you calculate the degrees of freedom for a chi-square test for homogeneity?  

Illustrate by filling in cells on a blank table (with totals)
	
	Before 

1980 
	After 

1993 
	

	Sunday
	12 
	9 
	21 

	Monday 
	12 
	11 
	23 

	Tuesday
	14
	11 
	25 

	Wednesday
	12
	10 
	22

	Thursday
	7 
	17 
	24 

	Friday
	9 
	9 
	18 

	Saturday
	11 
	6 
	17 

	
	77 
	73 
	150 


Has modern technology changed the distribution of birthdays?  With more babies being delivered by planned c-section, a statistics class hypothesized that the day-of-the-week distribution for births would be different for people born after 1993 compared to people born before 1980.  To investigate, they selected a random sample of people from each both age categories and recorded the day of the week on which they were born.  The results are shown in the table.  Is there convincing evidence that the distribution of birth days has changed?  (from DeAnna McDonald at UHS)
(a) Calculate the conditional distribution (in proportions) of the birth day for older people and younger people.  

(b) Make an appropriate graph for comparing the conditional distributions in part (a).

(c) Write a few sentences comparing the distributions of birthdays for each age group.  

(d) State the hypotheses.

(e) Verify that the conditions are met.  

(f) Calculate the expected counts, chi-square statistic, and p-value.

(g) Make an appropriate conclusion.  

	
	Before 
	After 
	

	
	1980
	1993
	

	Sunday
	10.78
	10.22
	21

	Monday 
	11.8067
	11.1933
	23

	Tuesday
	12.8333
	12.1667
	25

	Wednesday
	11.2933
	10.7067
	22

	Thursday
	12.32
	11.68
	24

	Friday
	9.24
	8.76
	18

	Saturday
	8.72667
	8.27333
	17

	
	77
	73
	150


Expected counts: 

X2 = 6.55, df = 6
HW #33 page 695 (19–22, 27–31 odd, 57)
NOTE: Proposal due tomorrow!
Wednesday, March 25:  11.2 Chi-square Homogeneity, continued…

Read 706–710
Can you use your calculators to do a chi-square test of homogeneity?

Remember to state the expected counts!  Good idea to show at least 1 term of the sum.

Inspired by the Does Background Music Influence What Customers Buy? example, a statistics student decided to investigate other ways to influence a person’s behavior. Using 60 volunteers she randomly assigned 20 volunteers to get the “red” survey, 20 volunteers to get the “blue” survey, and 20 volunteers to get a control survey.  The first three questions on each survey were the same, but the fourth and fifth questions were different.  For example, the fourth question on the “red” survey was “When you think of the color red, what do you think about?”  On the blue survey, the question replaced red with blue.  On the control survey, the questions were not about color.  As a reward, the student let each volunteer choose a chocolate candy in a red wrapper or a chocolate candy in a blue wrapper.  Here are the results.  

	
	Red 

survey
	Blue 

survey
	Control 

survey
	Total

	Red candy
	13
	5
	8
	26

	Blue candy
	7
	15
	12
	34

	Total
	20
	20
	20
	60


Do these data provide convincing evidence at the 
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 = 0.05 level that the true distributions of color choice are different for the three types of surveys? 

      State: We want to perform a test of the following hypotheses using 
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 = 0.05:
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: There is no difference in the true distributions of color choice for people who get the red survey, the blue survey, or the control survey.  
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H

: There is a difference in the true distributions of color choice for people who get the red survey, the blue survey, or the control survey.  

Plan: If conditions are met, we will perform a chi-square test for homogeneity. 

· Random: The three treatments were assigned at random.  

· 10%: Because we are not sampling without replacement, we do not need to check the 10% condition.  

· Large Counts: The expected counts (listed below) are all at least 5. 

	
	Red 

survey
	Blue 

survey
	Control 

survey
	Total

	Red candy
	8.67
	8.67
	8.67
	34

	Blue candy
	11.33
	11.33
	11.33
	26

	Total
	20
	20
	20
	60


Test statistic: 
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= 6.65

P-value: Using (2 – 1)(3 – 1) = 2 degrees of freedom, the P-value is between 0.025 and 0.05.  Using technology: P-value = 0.0359.

Conclude: Because the P-value of 0.0359 is less than 
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 = 0.05, we reject
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. We have convincing evidence that there is a difference in the true distributions of color choice for people who get the red survey, the blue survey, or the control survey.  

How do you conduct a follow-up analysis for a test of homogeneity?  When should you do this?
Do a follow-up analysis for the previous example. 

HW #34 page 725 (33–39 odd) 
Friday, March 27: 11.2 Chi-Square Test for Independence
Read pages 711–717
What does it mean if two variables have an association?  What does it mean if two variables are independent?
How is a test of independence different than a test of homogeneity?

It’s all about the way the data are gathered.  If there is one sample and two variables, we are testing for an association.  If there are 2+ samples or groups and one variable, we are testing for homogeneity.  

How do you state hypotheses for a test of independence?   
How do you calculate expected counts for a test of independence?  The test statistic?  df?

Remember not to round!

What are the conditions for a test of association/independence?

Alternate Example: Finger length
Is your index finger longer than your ring finger?  Does this depend on your gender?  A random sample of 460 high school students in the U.S. was selected and asked to record if their pointer finger was longer than, shorter than, or the same length as their ring finger on their left hand.  The gender of each student was also reported.  The data are summarized in the table below.  

	
	Female
	Male
	Total

	Index finger longer
	85
	73
	158

	Same
	42
	44
	86

	Ring finger longer
	100
	116
	216

	Total
	227
	233
	460


(a) Make a graph to investigate the relationship between gender and relative finger length.  Describe what you see.  

(b) Do the data provide convincing evidence at the 
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 = 0.05 level of an association between gender and relative finger length for high school students in the U.S.?  
(c) If your conclusion in part (b) was in error, which type of error did you commit?  Explain.  
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 = 2.065, df = 2, P = 0.356
Don’t accept 
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HW #35 page 726 (41, 43, 45) 

Monday, March 30:  11.2 Using Chi-square Tests Wisely

Read 717–721

An article in the Arizona Daily Star (April 9, 2009) included the following table.  Suppose that you decide to analyze these data using a chi-square test. However, without any additional information about how the data were collected, it isn’t possible to know which chi-square test is appropriate. 
	Age (years):
	18–24
	25–34
	35–44
	45–54
	55–64
	65+
	Total

	Use online social networks:
	137
	126
	61
	38
	15
	9
	386

	Do not use online social networks:
	46
	95
	143
	160
	130
	124
	698

	Total:
	183
	221
	204
	198
	145
	133
	1084


(a) Explain why it is OK to use age as a categorical variable rather than a quantitative variable.  

(b) Explain how you know that a goodness-of-fit test is not appropriate for analyzing these data.

(c) Describe how these data could have been collected so that a test for homogeneity is appropriate.

(d) Describe how these data could have been collected so that a test for independence is appropriate.

(a) Quantitative variables can be put into categories—but some info is lost. 

(b) Since there are either two variables or two or more populations, a goodness-of-fit test is not appropriate. Goodness-of-fit tests are appropriate only when analyzing the distribution of one variable in one population. 

(c) To make a test for homogeneity appropriate, we would need to take six independent random samples, one from each age category, and then ask every person whether or not they use online social networks. Or we could take two independent random samples, one of online social network users and one of people who do not use online social networks, and ask every member of each sample how old they are.

(d) To make a test for association/independence appropriate, we would take one random sample from the population and ask every member about their age and whether or not they use online social networks. This seems like the most reasonable method for collecting the data, so a test of association/independence is probably the best choice. But we can’t know for sure unless we know how the data were collected.

Telling them apart, from Bob Hayden (3-26-12):  If totals for one variable are fixed by researchers, then it is HOP.  If all totals are random, it is IND.  By choosing similar sample sizes, we can increase power.  
From Roxy Peck:  With HOP, you can’t estimate population proportions from one set of marginal totals. 

Alternate Example: Ibuprofen or acetaminophen?
In a study reported by the Annals of Emergency Medicine (March 2009), researchers conducted a randomized, double-blind clinical trial to compare the effects of ibuprofen and acetaminophen plus codeine as a pain reliever for children recovering from arm fractures. There were many response variables recorded, including the presence of any adverse effect, such as nausea, dizziness, and drowsiness. Here are the results:

	
	Ibuprofen
	Acetaminophen plus codeine
	Total

	Adverse effects
	36
	57
	93

	No adverse effects
	86
	55
	141

	Total
	122
	112
	234


(a) Which type of chi-square test is appropriate here?  Explain. 


HOP

(b) Calculate the chi-square statistic and P-value.  

Do: Test statistic: 
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P-value: Using (2 – 1)(2 – 1) = 1 df, P-value = 
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cdf(11.15,1000,1)= 0.0008

(c) Show that the results of a two-sample z test for a difference in proportions are equivalent.

When should you use a chi-square test and when should you use a two-sample z test?  

· The chi-square test is always two-sided. That is, it only tests for a difference in the two proportions. If you want to test whether one proportion is larger than the other, use the two-sample z test. 

· If you want to estimate the difference between two proportions, use a two-sample z interval. There are no confidence intervals that correspond to chi-square tests.

· If you are comparing more than two treatments or the response variable has more than two categories, you must use a chi-square test. 

· You can also use a chi-square goodness-of-fit test in place of a one-sample z test for a proportion if the alternative hypothesis is two-sided. The chi-square test will use two categories (success and failure) and have df = 2 – 1 = 1. 

How could we compare the distribution of AP Scores at CDO and Ironwood Ridge?  


A two-sample t test only compares means.  Shapes could be very different: use Homogeneity.


Could also do a two-sample z test to compare proportion passing
What can you do if some of the expected counts are < 5?

Combine rows or columns

HW #36: page 727 (47, 49, 51–56, 58)
Tuesday, March 31:  Chapter 11 FRAPPY!

HW #37: page 732 Chapter 11 Review Exercises
Wednesday, April 1:  Review Chapter 11  



(half day)
HW #38: page 733 Chapter 11 AP Statistics Practice Test

Thursday, April 2:  Chapter 11 Test 
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