Consider making the following changes to the 4-step process in Chapters 9-12:

Emphasize the “evidence vs. convincing evidence” framework to help students understand the purpose and interpretation of the P-value.  

· STATE: After stating hypotheses, ask students to explicitly describe the evidence for Ha.  This to help students see the bigger picture (data analysis, not just mindless inference).  For example, “Evidence for Ha: phat1 is __ bigger than phat2” or “Evidence for Ha: the sample slope of 1.12 is greater than 0.”

· Informally ask students to provide two explanations for the evidence for Ha (Ha true, Ho true/random chance).

· DO: Sketch normalish curve with null hypothesis value, sample value (evidence) on the correct side of null, and shaded area labeled as P-value.  This allows students to make the connection between the evidence (data analysis) and the P-value (inference).  Do not include the standardized values on graph, as the shape of the distribution is not normal for means (t).  

· CONCLUDE: Informally say something like “Because the P-value is small, it is unlikely to get evidence like this by chance alone.”  In AP, it has to be informal as it isn’t the full P-value interpretation—and I don’t want students to make an attempt and mess up.  

Friday, January 30:  9.1 Significance Tests
Distribute midterm questions
Read 537
What are the two explanations for why 
[image: image102.emf] = 98.25ºF instead of 98.6 ºF.

The true average is less than 98.6

The true average is 98.6 and we got a sample mean this low by chance. 
What are the two explanations for why 
[image: image2.wmf]ˆ

p

 = 62.3% instead of 50%.  

The true proportion of people with temps less than 98.6 is more than 50%

The true proportion is 50% and we got a sample proportion this high by chance. 
A recent study on “The relative age effect and career success: Evidence from corporate CEOs” (Economics Letters 117 (2012)) suggests that people born in June and July are under-represented in the population of corporate CEOs.  This “is consistent with the ‘relative-age effect’ due to school admissions grouping together children with age differences up to one year, with children born in June and July disadvantaged throughout life by being younger than their classmates born in other months.”  In their sample of 375 corporate CEOs, only 45 (12%) were born in June and July.  Is this convincing evidence that the true proportion p of all corporate CEOs born in June and July is smaller than 2/12?    
Give two explanations for why the sample proportion was below 2/12.  
1.  June and July kids are disadvantaged.  
2.  There is no disadvantage—the lower percentage was due to chance alone.  
How can we decide which of the two explanations is more plausible?  

Determine how likely it is to get a sample proportion this small by chance alone, assuming that there is no birthday disadvantage (in other words, assuming p = 2/12).  

· Discuss how to simulate: die rolls, randint(1,12) with 6 = June and 7 = July
· Have each student generate a sample of 375, assuming p = 2/12
· Plot the number of June/July in each sample on a dotplot—ask kids to explain what the dotplot tells us
· Estimate P(
[image: image3.wmf]ˆ

p

 ≤ 0.12 | p = 2/12) and interpret!

Assuming that there is no birthday disadvantage, it is very unlikely to get a sample proportion as low as 0.12 by chance alone.  Thus, we have convincing evidence that people born in June/July are underrepresented in the population of corporate CEOs.   

How else could we have estimated this probability??  Using sampling distribution of 
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p

.

How else could we have answered this question??  With a confidence interval for p.  
Read 539–541

Discuss Learning Objectives, Grid at end of chapter
What is the difference between a null and an alternative hypothesis?  What notation is used for each?  What are some common mistakes when stating hypotheses?

Discuss basketball player example!
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H

: a statement of no difference

[image: image6.wmf]a

H

: what we are trying to find evidence for

Must use parameters, not statistics!  Must give both, not just 
[image: image7.wmf]a

H

.
For each scenario, define the parameter of interest and state appropriate hypotheses (before pineapple)
(a) The CEO study from the previous page. 

(b) Mike is an avid golfer who would like to improve his play. A friend suggests getting new clubs and lets Mike try out his 7-iron. Based on years of experience, Mike has established that the mean distance that balls travel when hit with his old 7-iron is 
[image: image8.wmf]m

 = 175 yards with a standard deviation of 
[image: image9.wmf]s

 = 15 yards. He is hoping that this new club will make his shots with a 7-iron more consistent (less variable), and so he goes to the driving range and hits 50 shots with the new 7-iron. 

 Because Mike is interested in being more consistent, the parameter of interest is the standard deviation 
[image: image10.wmf]s

 of the distance he hits the ball when using the new 7-iron. 

Because Mike wants to be more consistent, he wants the standard deviation of the distance he hits the ball to be smaller than 15 yards. 
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: 
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 = 15  
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H

: 
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 < 15

What is the difference between and one-sided and a two-sided alternative hypothesis?  How can you decide which to use?  

Hypotheses are formed before collecting the data!!  Use the wording of the question to guide you, not the data.  
Hints:  “changed”, “different than”, indicate two-sided tests

HW #13: page 551 (2–10 even)

Monday, February 2:  9.1 P-values and Conclusions

Read 541–544 
Emphasize two explanations for evidence in favor of Ha
What is a P-value? 
A P-value is the probability of getting a statistic at least as extreme as the one observed in a study, assuming the null hypothesis is true.  
In the CEO example, the P-value = P(
[image: image15.wmf]ˆ

p

≤ 0.12| p = 2/12) = 0.008.   Interpret this value.

Assuming that the birthdays of corporate CEOs are uniformly distributed throughout the year, there is a 0.008 probability of getting a sample proportion as small or smaller than 0.12 by chance alone.  

Alternate Example: A better golf club?

When Mike was testing a new 7-iron, the hypotheses were 
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: 
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 = 15 versus 
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 < 15 where 
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 = the true standard deviation of the distances Mike hits golf balls using the new 7-iron. Based on a sample of shots with the new 7-iron, the standard deviation was 
[image: image21.wmf]x

s

 = 13.9 yards.  
(a)  What are the two explanations for why sx < 15?

(b) A significance test using the sample data produced a P-value of 0.28.  Interpret the P-value in this context.

If the true standard deviation is 15 yards, then there is a probability of 0.28 that the sample standard deviation would be 13.9 yards or smaller by chance alone. 

Read 544–547
What are the two possible conclusions for a significance test?
· emphasize the criminal trial analogy, innocent until proven guilty, preliminary vs. convincing evidence
· P-value is small ( reject 
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 ( convincing evidence that 
[image: image23.wmf]a
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 is true (context)
· P-value is large ( fail to reject 
[image: image24.wmf]0

H

 ( not convincing evidence that 
[image: image25.wmf]a

H

 is true (context)
· Same as statistical significance in chapter 4!
· Give examples using CEO, Golf examples!!
What are some common errors that students make in their conclusions?

· No context

· Accepting the null hypothesis.  For example, it would be incorrect to conclude that teen calcium intake IS 1300.  If we fail to reject 
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, we are saying that the 
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 value is one of the plausible values for the parameter.  Think about confidence intervals.  
· Not linking the conclusion to the p-value.  

What is a significance level?  When are the results of a study statistically significant?  


Be careful with the word “significant”!


The significance level determines what is a “small” p-value.  
Alternate example: Tasty chips

For his second semester project in AP Statistics, Zenon decided to investigate whether students at his school prefer name-brand potato chips to generic potato chips. After collecting data, Zenon performed a significance test using the hypotheses
[image: image28.wmf]0

H

: p = 0.5 versus
[image: image29.wmf]a

H

: p > 0.5 where p = the true proportion of students at his school who prefer name-brand chips. The resulting P-value was 0.074. What conclusion would you make at each of the following significance levels?

(a) 
[image: image30.wmf]a

 = 0.10


Because the P-value is less than 
[image: image31.wmf]a

 (0.074 < 0.10), we reject 
[image: image32.wmf]0

H

.  There is convincing evidence that students at Zenon’s school prefer name-brand chips.

(b) 
[image: image33.wmf]a

 = 0.05
Because the P-value is greater than 
[image: image34.wmf]a

 (0.074 > 0.05), we fail to reject 
[image: image35.wmf]0

H

.  There is not convincing evidence that students at Zenon’s school prefer name-brand chips.  However, this doesn’t mean that the students at Zenon’s school like the two brands equally! 
What should be considered when choosing a significance level?  

See page 547.
HW #14:  page 551 (1–17 odd)
Tuesday, February 3:  9.1 Errors / 9.2 Significance Tests for a Population Proportion
Read 547–550
In a jury trial, what two errors could a jury make?  
In a significance test, what two errors can we make?  Which error is worse?  

I:  Finding convincing evidence that 
[image: image36.wmf]a
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 is true when it really isn’t.


II: Not finding convincing evidence that 
[image: image37.wmf]a

H

 is true when it really is.  

Hint:  Type II is when we fail “II” reject 
[image: image38.wmf]0

H

. 

Not anyone’s fault—no mistake was made in the calculations, etc.  

Which is worse?  It depends!

Describe a Type I and a Type II error in the context of the CEO example.  Which error could the researchers have made?  Explain.  
What is the probability of a Type I error?  What can we do to reduce the probability of a Type I error?  Are there any drawbacks to this?  


Draw picture for CEO example.  
State as a conditional probability: P(reject 
[image: image39.wmf]0
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 | 
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 is true) = alpha.  

To reduce P(Type I error), demand that the evidence be very convincing before rejecting 
[image: image41.wmf]0

H

. For example, demand that a murder conviction requires 1000 eye witnesses. It would be very, very unlikely for an innocent man to be convicted. 

But, many guilty people would go free because there aren’t 1000 eye witnesses.  Making it harder to reject 
[image: image42.wmf]0

H

 means that we are more likely to make a Type II error.  

Read 554–557
 
What are the three conditions for conducting a significance test for a population proportion?  How are these different than the conditions for constructing a confidence interval for a population proportion?

Note: we always do calculations assuming the null hypothesis is true (so we use p not 
[image: image43.wmf]ˆ

p

)

What is a test statistic?  What does it measure?  Is the formula on the formula sheet?  

If time, calculate the test statistic for the CEO example
Read 557–560
 
What are the four steps for conducting a significance test?  What is required in each step?

What test statistic is used when testing for a population proportion?  Is this on the formula sheet?  


Note: we always do calculations assuming the null hypothesis is true (so we use p not 
[image: image44.wmf]ˆ

p

)

-For potato example, make sure students can give the “two explanations” for why we got more blemished potatoes than expected, 
-also make sure to discuss not accepting 
[image: image45.wmf]0

H

.  
What happens when the data (evidence) don’t support 
[image: image46.wmf]a

H

at all? 


See page 560

Only do test if evidence supports Ha!
Alternate Example:  Kissing the right way
According to an article in the San Gabriel Valley Tribune (February 13, 2003), “Most people are kissing the ‘right way.’” That is, according to a study, the majority of couples prefer to tilt their heads to the right when kissing. In the study, a researcher observed a random sample of 124 kissing couples and found that 83/124 of the couples tilted to the right. Is this convincing evidence that couples really do prefer to kiss the right way?

Ask for two explanations!!

HW #15: page 552 (23, 24, 25–28), page 570 (31, 33, 35, 39)
Wednesday, Feb 4:  9.2 Two-sided tests for a proportion  
(half-day)

Read 562–564
Alternate Example:  Benford’s law and fraud

When the accounting firm AJL and Associates audits a company’s financial records for fraud, they often use a test based on Benford’s law. Benford’s law states that the distribution of first digits in many real-life sources of data is not uniform. In fact, when there is no fraud, about 30.1% of the numbers in financial records begin with the digit 1. However, if the proportion of first digits that are 1 is significantly different from 0.301 in a random sample of records, AJL and Associates does a much more thorough investigation of the company. Suppose that a random sample of 300 expenses from a company’s financial records results in only 68 expenses that begin with the digit 1. Should AJL and Associates do a more thorough investigation of this company?


Ask for two explanations!

State: We want to test the following hypotheses at the 
[image: image47.wmf]a

 = 0.05 significance level:


[image: image48.wmf]0

H

: p = 0.301
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: p 
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 0.301

where p = the true proportion of expenses that begin with the digit 1. 

Plan: If conditions are met, we will perform a one-sample z test for p.

· Random: A random sample of expenses was selected. 

· 10%: It is reasonable to assume that there are more than 10(300) = 3000 expenses in this company’s financial records. 

· Large Counts: (300) (0.301) = 90.3 
[image: image51.wmf]³

 10, (300)(1 − 0.301) = 209.7 
[image: image52.wmf]³

 10. 

Do: The sample proportion of expenses that began with the digit 1 is 
[image: image53.wmf]ˆ

p

 = 68/300 = 0.227.

· Test statistic z = 
[image: image54.wmf](

)

0.2270.301

0.30110.301

300

-

-

= −2.79

· P-value 2P(z < −2.79) = 2normalcdf(−100, −2.79) = 2(0.0026) = 0.0052

Conclude: Since the P-value is less than 
[image: image55.wmf]a

 (0.0052 < 0.05), we reject the null hypothesis. There is convincing evidence that the proportion of expenses that have a first digit of 1 is not 0.301. Therefore, AJL and Associates should do a more thorough investigation of this company. 

Describe a Type I and Type II error in this context.  

· I: Finding convincing evidence that the true proportion of expenses that begin with 1 is different than 0.301, when it really isn’t.
· II: Not finding convincing evidence that the true proportion of expenses that begin with 1 is different than 0.301, when it really is.
Can you use confidence intervals to decide between two hypotheses?  What is an advantage to using confidence intervals for this purpose?  Why don’t we always use confidence intervals?  


CI’s give more info


CI’s only match two-sided tests and SEs are slightly different

Alternate Example:  Benford’s law and fraud
A 95% confidence interval for the true proportion of expenses that begin with the digit 1 for the company in the previous Alternate Example is (0.180, 0.274).  Does the interval provide convincing evidence that the company should be investigated for fraud?  

Because 0.301 is not in the interval from (a), 0.301 is not a plausible value for the true proportion of expenses that begin with the digit 1. Thus, this company should be investigated for fraud. 

HW #16: page 571 (37, 41–49 odd, 63)

Thursday, February 5:  9.1 Type II Errors and the Power of a Test
Can you use your calculator for the Do step?  Are there any drawbacks to this method?  


See page 561

Read 565–569  (focus on the notes, not the calculations; also use drug company example throughout)
What the power of a test?  How is power related to the probability of a Type II error?  Will you be expected to calculate the power of a test on the AP exam?  


Power = probability of avoiding a type II error



= probability of finding convincing evidence that 
[image: image56.wmf]a
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 is true when 
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 is really true

= P(reject 
[image: image58.wmf]0
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 | parameter = some alternative value) 
= 1 – P(Type II error)

In the potato example, suppose that the true proportion of blemished potatoes is p = 0.10.  This means that we should reject 
[image: image59.wmf]0
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 because p = 0.10 > 0.08.  

(a) Will the inspector be more likely to find convincing evidence that p > 0.08 if he looks at a small sample of potatoes or a large sample of potatoes?  How does sample size affect power?

Large sample—more data gives a better chance of making a correct decision.  
Bigger sample size = more power
(b) Will the inspector be more likely to find convincing evidence that p > 0.08 if he uses 
[image: image60.wmf]a

 = 0.10 or 
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 = 0.01?  How does the significance level affect power?

If alpha goes up, beta goes down, and power (1 – beta) goes up.  
Or: if alpha = 0.10, it will be easier to reject Ho (p-values only need to be less than 0.10, not 0.01).  Because we will reject Ho more often, we are at less risk of a Type II error so more power.
(c) Suppose that a second shipment of potatoes arrives and the proportion of blemished potatoes is p = 0.50.  Will the inspector be more likely to find convincing evidence that p > 0.08 for the first shipment (p = 0.10) or the second shipment (p = 0.50)?  How does “effect size” affect power?  

“Effect size” is the difference between the hypothesized value and the truth.  Bigger effect size = more power.
Easier to see the shipment is bad when the actual proportion of bad potatoes is far from the hypothesized value (0.50 is farther from 0.08 than 0.10).
(d) Is there anything else that affects power?  

Other sources of variability (good use of control/blocking/stratifying) helps to account for sources of variability, making power go up.  Ex: River problem, cholesterol activity
(e) Suppose that the true proportion of blemished potatoes is p = 0.11.  If 
[image: image62.wmf]a

 = 0.05, the power of the test is 0.76.  Interpret this value.
Given that the true proportion of blemished potatoes is p = 0.11, there is a 0.76 probability of finding convincing evidence that p > 0.08.
(f) What is the probability of a Type II error for this test?  Interpret this value.  

P(Type II) = 1 – 0.76 = 0.24
In the Benford’s Law and Fraud example from the previous lesson, suppose that p = 0.25.  That is, 25% of all financial records at this company begin with the digit 1.  When 
[image: image63.wmf]a

 = 0.05, the power of the test is 0.58.  
(a) Interpret this value.  
Given that the true proportion of expenses that begin with 1 is p = 0.25, there is a 0.58 probability that there will be convincing evidence that the true proportion is different than 0.301.
(b) How can AJL and Associates increase the power of their test?  


Increase sample size, use alpha = 0.10, use a reasonable stratified sample
(c)  For what values of p would the power of the test be greater than 0.58, assuming everything else stayed the same?  


Any value of p that is farther away from 0.301 than 0.25.  So, p < 0.25 and p > 0.352. 
HW #17 page 572 (51–57 odd, 59–62)

Monday, February 9:  9.3 Significance Tests for a Population Mean

Read 574–579
What are the three conditions for conducting a significance test for a population mean?  How are these different than the conditions for calculating a confidence interval for a population mean?
What test statistic do we use when testing a population mean?  Is the formula on the formula sheet?

How do you calculate P-values using the t distributions?

Table and calculator
Read 579–582   if time
Alternate Example: Short Subs

Abby and Raquel like to eat sub sandwiches.  However, they noticed that the lengths of the “6-inch sub” sandwiches they get at their favorite restaurant seemed shorter than the advertised length.  To investigate, they randomly selected 24 different times during the next month and ordered a “6-inch” sub.  Here are the actual lengths of each of the 24 sandwiches (in inches):

4.50
4.75
4.75
5.00
5.00
5.00
5.50
5.50

5.50
5.50
5.50
5.50
5.75
5.75
5.75
6.00

6.00
6.00
6.00
6.00
6.50
6.75
6.75
7.00

(a) Do these data provide convincing evidence at the 
[image: image64.wmf]a

 = 0.10 level that the sandwiches at this restaurant are shorter than advertised, on average?  

(b) Given your conclusion in part (a), which kind of mistake—a Type I or a Type II error—could you have made? Explain what this mistake would mean in context. 

(a) State: We want to test the following hypotheses at the 
[image: image65.wmf]a

 = 0.10 significance level: 
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 = 6 vs. 
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 < 6 where 
[image: image70.wmf]m

 = the true mean length of “6-inch” subs from this restaurant.  

Plan: If conditions are met, we will perform a one-sample t test for 
[image: image71.wmf]m

. 

· Random: Times were randomly selected to order a sub, so this should be a random sample of 6-inch subs from this restaurant.  . 

· 10%: This restaurant makes more than 10(24) = 240 subs in a month.  

· [image: image1.wmf]x

Normal/Large Sample: The graphs do not show much skewness and there are no outliers, so it is reasonable to use t procedures for these data. 

Do: The sample mean length is 
[image: image72.wmf]x

 = 5.68 inches with a standard deviation of 
[image: image73.wmf]x

s

 = 0.66 inches. 

· Test statistic t = 
[image: image74.wmf]5.686

0.66

24

-

= –2.38.  

· P-value Using the t distribution with 24 − 1 = 23 degrees of freedom, the P-value is between 0.01 and 0.02 (0.0130)
Conclude: Because the P-value of 0.0130 is less than 
[image: image75.wmf]a

= 0.10, we reject the null hypothesis. There is convincing evidence that the true mean length of “6-inch” subs at this restaurant is less than 6 inches.  

(b) Because we rejected the null hypothesis, it is possible that we made a Type I error. In other words, it is possible that we found convincing evidence that the mean length was less than 6 inches when in reality the mean length is 6 inches.  
HW #18 page 573 (54–58 even), page 595 (65, 69, 73) 

Tuesday, February 10: 9.3 Two-sided tests for 
[image: image76.wmf]m

 
Read 582–583

Can you use your calculator for the Do step?  Are there any drawbacks?

Read 583–586
[image: image100.emf]Difference
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Dot Plot


Alternate Example:  Don’t break the ice

In the children’s game Don’t Break the Ice, small plastic ice cubes are squeezed into a square frame. Each child takes turns tapping out a cube of “ice” with a plastic hammer, hoping that the remaining cubes don’t collapse. For the game to work correctly, the cubes must be big enough so that they hold each other in place in the plastic frame but not so big that they are too difficult to tap out. The machine that produces the plastic cubes is designed to make cubes that are 29.5 millimeters (mm) wide, but the actual width varies a little. To ensure that the machine is working well, a supervisor inspects a random sample of 50 cubes every hour and measures their width. The Fathom output summarizes the data from a sample taken during one hour. 

(a) Interpret the standard deviation and the standard error provided by the computer output. 

(b) What are the two explanations for why 
[image: image77.wmf]x

 = 29.4846?  

(c) Do these data give convincing evidence that the mean width of cubes produced this hour is not 29.5 mm?  Use a significance test with 
[image: image78.wmf]a

 = 0.05 to find out.

(d) Calculate a 95% confidence interval for 
[image: image79.wmf]m

.  Does your interval support your decision from (c)?

While recruiting, have students do the Power Dominoes activity.  
HW #19: page 597 (75, 77, 79, 83)      

	Time in 

express lane 

(seconds)
	Time in 

regular lane 

(seconds)

	337
	342

	226
	472

	502
	456

	408
	529

	151
	181

	284
	339

	150
	229

	357
	263

	349
	332

	257
	352

	321
	341

	383
	397

	565
	694

	363
	324

	85
	127


Wednesday, February 11:  9.3 Paired Data and Using Tests Wisely
Read 586–589
Alternate Example: Is the express lane faster?

For their second semester project in AP Statistics, Libby and Kathryn decided to investigate which line was faster in the supermarket: the express lane or the regular lane. To collect their data, they randomly selected 15 times during a week, went to the same store, and bought the same item. However, one of them used the express lane and the other used a regular lane. To decide which lane each of them would use, they flipped a coin. If it was heads, Libby used the express lane and Kathryn used the regular lane. If it was tails, Libby used the regular lane and Kathryn used the express lane. They entered their randomly assigned lanes at the same time, and each recorded the time in seconds it took them to complete the transaction. Carry out a test to see if there is convincing evidence that the express lane is faster.

Two Explanations??

Since these data are paired, we will consider the differences in time (regular − express). Here are the 15 differences. In this case, a positive difference means that the express lane was faster. 

5
246
−46
121
30
55
79
−94

−17
95
20
14
129
−39
42

State: We want to test the following hypotheses at the 
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 = 0.05 significance level: 
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 = 0 versus
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: 
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 > 0 where 
[image: image85.wmf]d

m

 = the true mean difference (regular − express) in time required to purchase an item at the supermarket. 

Plan: If conditions are met, we will perform a paired t test for 
[image: image86.wmf]d

m

. 

· Random A random sample of times to make the purchases was selected, and the students were assigned to lanes at random. 

· 10%  Since we randomly selected the times to conduct the study from an infinite number of possible times, the differences should be independent. 

· [image: image101.emf]4.5 5.0 5.5 6.0 6.5 7.0

Length (inches)

Collection 1 Dot Plot

Normal/Large Sample The graphs do not show much skewness and there are no outliers, so it is reasonable to use t procedures for these data. 

Do: 
· Test statistic t = 
[image: image87.wmf]42.70

84.0

15

-

= 1.97

· P-value P(t > 1.97) using the t distribution with 15 − 1 = 14 degrees of freedom. Using technology, P-value = tcdf(1.97,100,14) = 0.034.

Conclude: Since the P-value is less than 
[image: image88.wmf]a

 (0.034 < 0.05), we reject the null hypothesis. There is convincing evidence that the express lane is faster than the regular lane.

Read 592–593
What is the difference between statistical and practical significance?

What is the problem of multiple tests?

Show xkcd.com/882 

Show 60 minutes video: http://www.cbsnews.com/video/watch/?id=7399362n 
Suppose that 20 significance tests were conducted and in each case the null hypothesis was true. What is the probability that we avoid a Type I error in all 20 tests when using 
[image: image89.wmf]a

 = 0.05? 

Assuming that the results of the tests are independent, the probability of avoiding Type I errors in each of the tests is (0.95)(0.95)
[image: image90.wmf]L

(0.95) = (0.95)20 = 0.36. This means that there is a 64% chance that we will make at least 1 Type I error in these 20 tests. So finding 1 significant result in 20 is definitely not a surprise. 

To avoid this problem, we can adjust the significance level for each individual test so that the cumulative probability of avoiding Type I error is 0.95.  Using the same logic as the last calculation, we should solve the following for 
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)20 = 0.95
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 = 
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10.95

-

 = 0.00256

Thus, if we plan to do 20 tests, use a significance level of 
[image: image99.wmf]a

 = 0.00256 to get the probability of at least one Type I error to be 0.05.  

HW #20: page 588 (85–93 odd, 95–102)      

Friday, Feb 13: Chapter 9 Review 



HW #21:  page 604 Chapter 9 Review Exercises 

Monday, February 16:  Review Chapter 9 
HW #22:  page 605 Chapter 9 AP Statistics Practice Test
Tuesday, February 17: Chapter 9 Test 
Wednesday, February 18:  Begin Chapter 10…
.
.

.

.

.
Tuesday, February 24: Midterm 
Problem Set for Midterm:  From the following questions I will choose 3 for you to answer on the midterm, along with a mysterious 4th question.  I will not be collecting these problems, but you are welcome to ask me about them at the end of class (when there is time), during tutorial, or afterschool.  The rubrics for these questions can be found at the following website: apcentral.collegeboard.com/stats (click on AP Statistics Exam information).  Good Luck!

1. 1999 #1 (Commercial Aircraft)

2. 2003B #2 (Age vs. Income)

3. 2004 #3 (Brontosaurs)

4. 2004B #3 (Bauxite cars)

5. 2005 #4 (Cereal coupons)

6. 2006 #1 (Catapults)

7. 2006B #3 (Golf balls)

8. 2006B #4 (Dexterity)

9. 2006B #5 (Tractors)

10. 2010 #3 (Humane Society)

11. 2010B #1 (Polluted Rivers)

12. 2011B #2 (Fear of heights)

13. 2013 #1 (Crows)

14. 2013 #3 (University appearance)

15. 2014 #2 (Convention attendees)
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