Chapter 1 – Exploring Data
Introduction (pp. 2-7)
Hyena Lab

Statistics is the science of data. It is the practice or science of collecting and analyzing numerical data in large quantities, esp. for the purpose of inferring proportions in a whole from those in a representative sample.
· Collect information (data - sample)
· Analyze the information (compute statistics, make plots, etc)
· Make conclusions (infer characteristics of a population based upon a sample)
Statistics is “customer driven” – always a question to be answered. 

Any set of data contains info on individuals.  The characteristics of individuals are referred to as variables.
· Individuals are the objects described by a set of data.  People, animals, things.
· Variables are characteristics of an individual.  Can take on different values for different individuals.
Example –
Whenever you receive data, ask:
· Who are the individuals described by the data? How many are there?
· What are the variables?  What units are involved?
· We will eventually extend the questioning to Why, when, where, and how were the data produced?

Types of Variables
· Categorical –

· Quantitative –

Example – Table on page 3.  
· Who?  10 Canadian students who took the survey.
· What variables? 
· Province 
· Gender 
· Dominant hand 
· Height 
· Wrist circum 
· Preferred communication 
· Travel time to school 

· Highlighted row? 


When examining data sets we are going to be concerned about the distribution of the variables in the data set.  
 
Distribution – tells us what values the variable takes on and how often it does so.
In Statistics we are going to be interested in drawing conclusions that go beyond the data at hand.  This is called inference – the 3rd step in Statistics.
 

Homework:


Section 1.1 – Analyzing Categorical Data (pp. 7-24)
Review
· Definition of Individual and Variable
· Types of Variables
· Statistics: Collect data, analyze it, make inferences

Distributions/Frequency Tables/Relative Frequency Tables
The distribution of the values of a categorical variable lists the count or percent of the individuals that fall into each category.
[image: ]
· Discuss individual data points.
· Discuss how to build relative frequency table from frequency table.
· Discuss rounding errors



Bar Graphs and Pie Charts
A picture is worth a thousand words…….
(Page 9)
[image: ]
· Discuss tables
· Pie charts must contain all of the categories that make up the whole
· Bar charts are easier to make and are also more flexible than pie charts – a bar chart can display any set of quantities that are measured in the same units (do not have to add to 100%)

 

Graphs: Good and Bad
· Bars should be the same width
· Bars should not be pictographs
· Y-axis should start at 0 and not be compressed.

Examples on page 11.


Teams – Do problem 16 on pp 21-22
16. The audience for movies – Here are data on the percent of people in several age groups who attended a movie in the past 12 months:
	Age Group	Movie Attendance
	18-24		83%
	25-34		73%
	35-44		68%
	45-54		60%
	55-64		47%
	65-74		32%
	75 and up	20%
(a) Display these data in a bar graph.  Describe what you see.






(b) Would it be correct to make a pie chart of these data? Why or why not?

(c) A movie studio wants to know what percent of the total audience for movies is 18-24 year olds.  Explain why these data do not answer this question.



Two-Way Tables
A two-way table is a table that describes two categorical variables.  They have a row variable and a column variable.
Example on page 12


[image: ]
Marginal Distributions	
In order to grasp how the variables compare we will compute a marginal distribution. The marginal distribution of one of the categorical variables in a two-way table of counts is the distribution of values of that variable among all individuals described by the table. It will be in the form of percents.  
Percents are better than counts to make comparisons especially when comparing groups of different sizes.
Example:  Steps: (1) Use the data in the table to calculate the marginal distribution; (2) make a graph of the marginal distribution.
[image: ]

Teams – Check your understanding p. 14









Relationships between categorical variables: Conditional Distributions
Marginal dist’s do not tell us anything about the relationship between two variables.  To do this we must calculate some well-chosen percents.
Look at females alone in the table. Now we are only looking at 2367 individuals.
	[image: ]p. 14
	This gives us the conditional distribution for females.

A conditional distribution of a variable describes the values of that variable among individuals who have a specific value of another variable.  There is a separate conditional dist for each value of the other variable.

	Example. Conditional dist for men:[image: ]p. 15
	


Organizing a Statistical Problem – 4 Step Process
1. State: What is the question that you are trying to answer?
2. Plan: How will you go about answering the question?  What statistical techniques does the problem call for? Have you met the conditions and assumptions necessary to use those techniques?
3. Do: Make graphs and carry out the calculations
4. Conclude: Give your practical conclusion in the context of the real-world problem.
Example p. 17 – Can we conclude that young men and young women differ in their opinions about the likelihood of future wealth?  Give appropriate evidence to support your answer.
[image: ]

Association – We say there is association between two variables if specific values of one variable tend to occur in common with specific values of the other.
Caution:  Just because an association exists does not mean one variable causes another variable to act in a certain way.  Also, there may be other variables lurking in the background.
Homework: 11-25 odd, 27-34
Section 1.2 – Displaying Quantitative Data with Graphs (pp. 25-48)
Review Categorical vs. Quantitative variables
Dotplots (Small data sets)
Example:  Number of turnovers for 2009 Oakland Raiders during 16 regular-season NFL games:
3, 0, 3, 3, 3, 2, 4, 1, 2, 3, 1, 0, 1, 2, 3, 2
(1) Draw horizontal axis and label variable name; (2) Scale the axis; (3) Make a dot above location for each individual.



How to Examine the Distribution of a Quantitative Variable (SOCS – AP EXAM!!)
In any graph, look for the overall pattern and for striking departures from the pattern.
Shape: Concentrate on main features.  Look for clusters and obvious gaps.  Look for potential outliers. Look for rough symmetry or clear skewness. Look for number of modes or peaks. (Discuss unimodal, bimodal, multimodal – examples on pp 30-31)
· A distribution is roughly symmetric if the right and left sides of the graph are approximately the same
· A distribution is skewed to the right if the right side of the graph is much longer than the left side.  It is skewed to the left if the left side of the graph is much longer than the right side.  (The direction of the long tail gives the direction of skewness.)
Center: Find a value that divides the observations in half. We will use the mean and median to do this.
Spread: The spread of the distribution tells us how much variability there is in the data. Describe smallest and largest values. Also use the range (Max -  Min). (Other measures later.)
Outliers: What values differ markedly from the bulk of the data? (Rules later)
Teamwork: 
1. Describe the distribution of the Raiders’ Turnovers.




2. p. 29
	[image: ]
	



Comparing Distributions (Very important – example on p. 30)
	[image: ]
	Include explicit comparison words, eg, the center of ____ is greater than the center of ____.

A very common mistake on the AP Exam is describing the characteristics of the distributions separately w/o making these explicit comparisons. 





Stemplots – Another simple method for displaying fairly small data sets. (p. 31)
[image: ]
Discuss Splitting Stems (p. 32)			Discuss back-to-back stemplots (p. 32)
[image: ]
(Common mistake on AP Exam: forget the KEY and the Labels.)
Description back-to-back above (CYU #1 p. 32): In general, it appears that females have more pairs of shoes than males.  The median value for the males was 9 pairs while the female median was 26 pairs.  The females also have a larger range of 57-13=44 in comparison to the range of 38-4=34 for the males.  Finally, both the males and females have distributions that are skewed right, although the distribution of the males is more heavily skewed, as evidenced by the three likely outliers at 22, 35 and 38.  The females do not have any likely outliers.
	[image: ]
	2. B
3. B
4. B

CYU page 35


Histograms – Better for large data sets.  Groups data into classes of equal width.  Sometimes distribution is clearer if nearby values are grouped together.
(1) Divide the range of the data into classes of equal width.
· Often times, it is best to make a dotplot first to decide how wide to make the classes.
(2) Find the count (frequency) or percent (relative frequency) of individuals in each class.
(3) Label axes and scale and draw histogram
[image: ]
Discuss frequency histogram versus relative frequency histogram. Relative frequency histogram are typically more useful because they make it easier to compare two distributions especially when the number of individuals is very different.
P. 35
[image: ]
Discuss Calculator graphing – p 17, NTA

Using Histograms Wisely
· Do not confuse histograms and bar graphs
· Histograms are for quantitative variables
· Bar graphs are for categorical variables
· Histograms have no space between bars; bar graphs have a blank space between bars
· Do not use counts or percents as data.
· Use percents instead of counts when comparing distributions with different numbers of observations
· Just because a graph looks nice, it is not necessarily a meaningful display of data.

Homework: 37-45 odd; 52, 54, 59, 69-74



Section 1.3 – Describing Quantitative Data with Numbers (pp. 48-73)
	Sample
	Males  (B)
	Sample
	Males  (B)

	1
	2
	11

	5

	2

	2
	12

	2

	3

	1
	13

	3

	4

	2
	14

	1

	5

	4
	15

	8

	6

	4
	16

	3

	7

	2
	17

	1

	8

	2
	18

	2

	9

	1
	8

	2

	10

	2
	20

	5


Data Set: 20 simple random samples of size 10 to determine proportion of male hyenas in Croatan NF pack.











Measuring Center: The MeanSymbols/Formula:

Procedure:


Example:



Meaning:


Resistance:



Measuring Center: The Median
Procedure:


Example:
2  2  1  1  4  4  2  2  1  2  5  2  3  1  8  3  1  2  2  5


Meaning:


Resistance:


Comparing the Mean and Median
· The mean and median of a roughly symmetric distribution will be close together.
· If the distribution is exactly symmetric, the mean and median will be exactly the same.
· In a skewed distribution, the mean is usually farther out in the long tail than the median.
Example:

Measuring Spread: The Interquartile Range (IQR)
The first quartile Q1:
The second quartile:
The third quartile:
Procedure:	 (1) Arrange data in order; (2) Q1 is the median of the values left of the median; (3) Q3 is 			the median of the values right of the median; (4) IQR = Q3 – Q1.
Example: 	1  1  1  1  1  2  2  2  2  2  2  2  2  3  3  4  4  5  5  8

Resistance:
Identifying Outliers – An observation that falls more than 1.5 x IQR above Q3 or below Q1 is considered an outlier.
Example:


Five-Number Summary & Boxplots
The 5-Number Summary consists of:
Example:
These numbers roughly divide the distribution into quarters.

A boxplot graphically depicts the 5-number summary.
Procedure:	(1) Draw and label a horizontal axis; (2) Draw a box from Q1 to Q3; (3) Mark the median
		in the box with a vertical line segment; (4) Draw line segments (whiskers) from box to
		minimum values (consider outliers).
Example:



Calculator Procedures - NTA p. 16



Team Work: Complete Check Your Understanding on p. 59.


Measuring Spread: The (vaunted) Standard DeviationSymbols/Formula:

The standard deviation sx measures the average distance of the 
observations from their mean.
Procedure: 	The standard deviation is calculated by finding the
		average of the squared distances and then taking
		the square root.  The average squared difference 
		is called the variance.
Example:  These are the foot lengths (in cm) for a random sample of seven 14-year-olds from the United Kingdom:   25  22  20  25  24  24  28
The mean foot length is 24 cm.
	x
	xi - 
	

	25

	
	

	22

	
	

	20

	
	

	25

	
	

	24

	
	

	24

	
	

	28

	
	



Properties of the Standard Deviation







Check your understanding, p. 63.


*****Choosing Measures of Center and Spread*****
· Skewed Distributions:

· Distributions with strong outliers:

· Reasonably symmetric distributions:

*****Resistance*****
· Median:

· IQR:

· IQR:

Analyzing Data Sets
From this point on, whenever you are analyzing data sets, in the “Do” step you should:
· Plot the distribution
· Create a numerical summary which includes:
· Mean
· Standard deviation
· 5-Number Summary (min, Q1, median, Q3, max)



[bookmark: _GoBack]











Homework: 79-91 odd, 97, 103, 105, 107-110
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FIGURE 1.7 Side-by-side bar
graph comparing the opinions
of males and fomales.

STATE: Whatis the relationship between gender and responises to
‘the question “What do you think are the chances you will have much
more thana middle-class income at age 307"

PLAN: We suspect that gender might influence a young adult's
‘opinion about the chance of getting rich. 3o we'll compare the condi-
‘tional distributions of response for men alone and for women alone.
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Side-by-side bar graph  DO: Wellmake aside-by-side bar graph to compate the oplnions of malesand faales.
Figure 1.7 displays the completed graph.
CONCLUDE:  Based ontha sample data, ien seem somewhat more optinstic about heir future
incatm than vomen. Men were less likelyto say that-they have “some chance but probably not” than
vt (11.6% ve. 18.0%). Men were more likely to say that they have * good chance” (30.8% va.
28.0%) orare “almost certaln” (24.5% s, 20,5%) o haé much more than a iddle-ciass income by

g2 30 than women vere.
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CHECK YOUR UNDERSTANDING

The Fathom dotplot displays data on the number of siblings reported by each student in
a statistics class.
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1. Describe the shape of the distribution.
2. Describe the center of the distribution.
3. Describe the spread of the distribution.
4. Identify any potential outliers. .




image9.png
PROBLEN: Compare bhe distributions of household size for these two countrics.
SOLUTION: Don'sforgtyour S0CS! Shape: The distrbution of houseold iz forthe UK. sample
15 toughly eymmetric and unmodsl e the distbuion for the South Afica sampl s skewed to
therightand unimodal.Center: oasehold szes fo th South Afrcanstudorts tendod £ belarger
han fortheU.K. student, The median householdsizes forthe twogroupsare 6 peopl and 4 peopl,
vespectiely. Spreac There s morevriably (greater spread)inthe hovsehold sizes for the South
Aivican stadents Shanfo th UK. stadenta, Therangofo th South Africandatals 26 — 3=23
people il th range for the UK. data s 6 — 2 = 4people. Outiiers: Treredons appear tobe
any otertial otles nthe UK. distributin.The South Afican istibution as tho potential outl-
ersintherigt talof the istibution—studente whoreported in n households with 15 and 26
people. (The UK. househods with 2 people actualy wilbe cassifed as outlers when we ntrodice a
procedure i the et secton,)

Sonth Atz

g o 3 w50 m %
£ Househald sze

FIGURE 1,12 Dotplot of house-
hold size for random samples.

6 5 b o3 w3 %
o1 50 students from the Unied Howsetd s
Kingdom and South Africa. fousehe





image10.png
T 1 s
HBIE A
HE i A e
N e e 49 pairs of shoes.
HEHETH -
o stime onoiers _ stne

FIGURE 113 Making a stemplotof the shoe data. 1) Wite

the stems (2) Go through the Gata and wrte each loaf o the
proper stem. (3) Aenge the leaves on each slem n order out
rom the stem, (4) Add akey.




image11.png
o|4ssserrrs 04 Temles ks
1| oooor24 o[ ssserrrrs 0|4
22— 1 | oavo12 0| ssserr77s
BE i — 333 [ 1 ooonize
—2|2 95| 1
2 332 [ 2| 2 [Rer Tarerems
3 6l 2] " |omicsionin
HED 410 [3] | B
® ® HHE
Yoy Fararoens 5|4
preanse 100 3
2 oo e
FIGURE 1.14 Two stemplots showing the male shoe. FAGURE 1.15 Backo-back stemplot comparing
. Figue 1.14) improres cn the sempiotof ambersof pisof shes or male and ferrale

Figure 1.14(2) by spiting stems. students a 2 scho.




image12.png
79
08

153566
012223444457888999
0123333444899
02666

23

H

2. The low outler i Alsska. What pescent of Alaska rsidents are 65 or older?
(a) 0.68 (b) 68 (c) B8 (d) 168 (e} 68
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‘What do the histograms in Figure 1.16 tell us about the pezcent of foreign-born
residents in the states? To find out, we follow our familiar routine: describe the
pattern and look for any departures from the pattern.

Shape: The distribution is skewed to the right. A majority of states have fewer
than 10% forcign-born residents, but several states have much higher percents,
so that the graph extends quite far to the right of its peak, The distribution has a
single peak at the left, which represents states in which between 0% and 4.9% of
sesidents arc oreign-born.

Center: From the graph, we see that the midpoint (median) would all somewhere
in the 5.0% 0 9.9% class. Remember that we're looking for the value having 25
states with smaller percents foreign-bom and 25 with larger. (Arranging the obser-
vations from the table in order ofsize shows that the median is 6.1%.)

Spread: The histogram shows that the percent of foreign-bor residents in the
states varies from less than 5% to over 25%. (Using the data in the table, we sec
that the range is 27.2% — 1.2% = 26.0%.)

Outliers: We don'’t see any observations outside the overall single-peaked, right-
skewed pattern of the distribution.
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